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General characteristics of the study 

The research is dedicated to the solution of text attribution problems on the 

basis of model linguistics postulates. The thesis research involves the solution of an 

identification «closed class» (Juola 2008) task in a pair-wise comparison of written 

texts. 

The author of any text is a language personality. A language personality 

phenomenon is studied in terms of different approaches: cognitive linguistics 

[Karaulov 2010; Romanova 2011], linguididactics   [Tarnopol'skij, Kozhushko 

2019], psycholinguistics [Sedov 1999; Beljanin 2000], linguioculturology 

[Vorkachev 2001, Vorob'ev 2011], sociolinguistics and anthropology [Vinogradov 

1961; Shuy 2005; Vul 2007], forensic linguistics [McMenamin 2002; Galyashina 

2003; Coulthard 2004; Ionova, Ogorelkov 2020]. All the approaches dealing with a 

language personality admit that writer’s individual style is a material form of a 

language personality. The phenomena of a language personality, idiolect [Litvinova 

2019] and individual style are complicated and versatile, and therefore, theу are to 

be modeled. Modeling usually includes the models of speech activity, namely 

models of analysis [Apresjan 1966: 99–107]. The attribution procedure is nothing 

but the model of a linguistic research «imitating the research procedures which help 

a linguist to find this or that language phenomenon» [Apresjan 1966: 99]. This is the 

set of models which is mainly used in the thesis research.     

Since [Campbell 1867] and [Lutoslawski 1897] in the West and [Morozov 

1915] in Russia, attribution linguistics has always been going through two parallel 

paths: stylometry and qualitative text analysis. Quantitative methods are now the 

most widespread [Korobov 2015; Murauer, Tschuggnall, Specht 2018; Muttentaler, 

Lucas, Amann, 2019; Litvinova, Sboev, Panicheva 2018; Custódio, Paraboni 2018; 

Gomzin, Laguta, Stroyev 2018; Panicheva, Mirzagitova, Ice 2018; Bachchu, 

Morgia, Louisiana, 2019], while the qualifying ones are mainly used in judicial 

author investigations [Rubcova, Ermolaeva, Bezrukova et al. 2007; Abramkina 

2019; Kim 2019; Saakov 2018] as a tribute to tradition [Vul 2007; Galyashina, 2003] 

and in connection with the law [Federal Law of May 31, 2001 N 73-FZ; Order of 
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December 27, 2012 N 237]. Many of the quantitative approaches are productive and 

show high level results, but they consider the individual style to be a series of 

linguistic probabilities, not a product of individual’s speech ability and competence. 

Thus, using only quantitative approaches based on the collection of traditional 

stylometric features, even in a large number of them [Bhargava, Mehndiratta, 

Asawa], it is impossible to create a complete model of the author’s individual style 

that adequately reflects an author’s language personality. Psycholinguistic, 

sociological and cognitive approaches to an individual style certainly help to make 

the model of an author’s language personality more complete. There has been а 

successful at-tempt to use the integration of approaches above (quantitative and 

qualitative) and vector text representation in the research by [Pimonova, Durandin, 

Malafeev]. From our point of view, the idea of integration is quite relevant. 

The methodology is implemented as follows: 1) automatic extraction of the 

parameters describing an individual style in terms of pragmaticon, thesaurus and 

lexicon of the author from the text; 2) search for traditional stylometric text data; 3) 

determination of the «weight» of each parameter; 4) creation of the mathematic 

models of the texts being compared; 5) comparison of mathematic models in order 

to determine their similarity/difference (expert analysis of statistical data). 

The formalization of the level structure of a language personality in the 

research is based on the ideas of [Karaulov 2010].  

The relevance of the research is as follows: modern society pays much 

attention to the authentication of written materials. Thus, attribution methodologies 

are required in philological expertise of famous writers texts (F. Dostoyevsky, M. 

Sholokhov), forensic authorship examination, analysis of the Internet content with 

culpable information, solution of scientific tasks. Each of the scientific and practical 

spheres mentioned above requires complete and detailed methods of attribution 

producing objective results.  

The object of study is the models of linguistic research, i.e. the models of text 

attribution, quantitative, qualitative and integrative methods and methodology of 

text attribution. The subject of the research is the text attribution parameters 
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enabling to create a complete and adequate model of the author’s individual style as 

an explicator of a writer’s language personality. In the individual style research, 

formalized analysis models are used, i.e. «an end number of rules to analyze an 

endless number of sentences» [Apresjan 1966: 107], which come from the principles 

of semantic syntax [Paducheva 1974], grammar of constructions [Linguistics of 

contrsuctions (Lingvistika konstruktsiy) 2010] and Russian grammar [Russian 

grammar (Russkaja grammatika) URL: http://rusgram.narod.ru/index.html]. 

The aim of the thesis research is to develop an integrative text attribution 

model which combines quantitative and qualitative approaches to text analysis, and 

a software prototype on its basis.  

The hypothesis of the research is the following: by means of a formalized 

rule set, it is possible to create an integrative attribution model, which is complete 

enough for solving identification «closed class» problem in a pair-wise comparison 

of written texts, imitating the original in detail and objective at the same time. This 

model allows a researcher to examine texts of different lengths and genres. 

To achieve the aim of the research, the following tasks were set: 

- to form a theoretical basis of the research using the analysis in 

theoretical linguistics, linguistics of models and applied linguistics (including 

computer and forensic ones); 

- to formulate a working definition of the model, to design its 

architecture; to apply them and create automated software on text attribution; 

- to work on a problem of the most frequently used quantitative and 

qualitative methods of individual style analysis as a representative of the author’s 

language personality; to adapt them for application in the automated software 

prototype on text attribution; 

- to develop a set of formalized rules in order to define linguistic 

characteristics enabling to identify the author of a written text; 

- to set up a text collection of different genres as a material to verify the 

results of the integrative attribution methodology work; 

http://rusgram.narod.ru/index.html
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- to create an authentic effective attribution model aimed at solving an 

identification task of text attribution; 

- to test the model on a collection of texts of different genres; to define 

the validity of the conclusions following the analysis of the texts through the 

developed integrative model; 

- to work out a strategy to improve the effectiveness of the methodology, 

if required. 

The theoretical novelty of the research includes the development of a 

linguistic model architecture, mostly multipurpose for the attribution of texts of any 

length and genre and suitable to be formalized by modern computer instruments. 

The author also contributed to the problem stated by creating linguistic construction 

analysis models (formalized search rules) and other identification components of a 

language personality automatically. 

The practical novelty of the research lies in the fact that the functionality of 

the created attribution model is wider than solving an identification problem of text 

attribution for closed class with pair-wise comparison. The resource can be used for 

solving diagnostic attributional problems (gender, age, etc. designation), and 

working under writers, journalists, etc. language personality description by forensic 

experts, philologists and cultural critics. Anyway, the model of a language 

personality will meet the principles of completeness, simplicity, adequacy, 

technically accurate and objective description of the original, it will be explanatory, 

communicative and interpretable.  

The results of the research were applied in teaching of the following subjects 

of Fundamental and applied linguistics bachelor educational program, Political 

Linguistics magistracy educational program, Applied Linguistics and Text Analytics 

magistracy educational program in the National Research University Higher School 

of Economics, Nizhny Novgorod: functional and cognitive models in linguistics, 

linguistic expertise, computer instruments of linguistic research.  

The material for the research is the texts of different genres and lengths: 
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1) A collection of fiction texts including 10 texts by S. Dovlatov and V. 

Astafiev. The average length of the texts is 20,000 words. 

2) A collection of modern Internet fiction texts (fan fiction stories) on 

«Kniga fanfikov» (https://ficbook.net/), divided into authors, including the texts by 

3 female authors, 4 male authors; 187 texts in total; the average length of the texts 

is 1,500-40,000 words. 

3) A collection of the texts of an Internet journal «The Village» 

(https://www.the-village.ru/), divided into authors, including the texts by 3 female 

authors, the texts by 3 male authors; 600 texts in total; the average length of the texts 

is 500-1,500 words. 

4) A collection of entertaining texts on «YaPlakal» portal 

(https://www.yaplakal.com/), divided into authors, including the texts by 3 female 

authors, the texts by 3 male authors, 424 texts in total. The average length of the 

texts is 50-100 words. 

5) A collection of Russian business e-correspondence, divided into 

authors, including the texts by 2 female authors, the texts by 2 male authors, 236 

texts in total (45-49 letters by one author). The average length of the texts is 50-500 

words. 

The results of the research were presented in: 

2021: 1) International science and practice seminar «Linguistic Diagnostics: 

Personality Research Methods» (Moscow, The Pushkin State Russian Language 

Institute); 2) 27th International conference on computer linguistics and intellectual 

technologies «Dialog 2021» (Moscow). 

2020: X International congress on cognitive linguistics «Cognitive-Discourse 

Paradigm in Linguistics and Related Sciences: Contemporary Problems and 

Methods of Research» (Yekaterinburg, Ural State Pedagogical University); 2) 

International scientific conference «Russian in the Contemporary Scientific and 

Educational Space» (Moscow, The Peoples' Friendship University of Russia); 3) VI 

International science and practice conference «Language. Law. Society» (Penza, 

Penza state university); 4) XLIX International scientific philological conference in 

https://ficbook.net/
https://www.the-village.ru/
https://www.yaplakal.com/
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the memory of Liudmila Verbitskaya (1936-2019) (Saint-Petersburg, Saint-

Petersburg State University). 

2019: 1) IX International congress on cognitive linguistics «Integrative 

Processes in Cognitive Linguistics» (Nizhny Novgorod, Higher School of 

Economics); 2) Contemporary Theoretical Linguistics and Problems of Forensic 

Examination (Moscow, The Pushkin State Russian Language Institute); 3) Artificial 

Intelligence and Natural Language (AINL) (Tartu, University of Tartu); 4) Linguo-

Politic Personology: Discourse Turn (Yekaterinburg, Ural State Pedagogical 

University, The Russian Presidential Academy of National Economy and Public 

Administration under the President of the Russian Federation, Ural Institute of 

Management); 5) Language Personality and Effective Communication in the 

Contemporary World (Minsk, Belarusian State University). 

2018: 1) V International science and practice conference «Language. Law. 

Society» (Penza, Penza State University); 2) Mass Media Politic Communication: 

Methods and Ways of Linguistic Analysis and Linguistic Expertise (Yekaterinburg, 

Ural State Pedagogical University); 

2014: Problems of a Language World View in Synchrony and Diachrony 

(Nizhny Novgorod, Minin Nizhny Novgorod State Pedagogical University); 

2013: International science and practice conference «Language. Law. 

Society» (Penza, Penza State University); 2) Artificial Intelligence and Natural 

Language (AINL) (Saint-Petersburg). 

The theses to be put forth during the defense: 

1. Modeling of the author’s language personality and modeling of language 

structures (on the basis of the principles of semantic syntax, grammar of 

constructions, model schemes) used in the text is an effective instrument of text 

attribution; 

2. Combination of qualitative and quantitative methods of attribution analysis 

allows building quite a complete, imitating the original in detail and, at the same 

time, objective attribution model. 

3. To evaluate from the theoretical point of view the quality of any model, 
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including the model of attribution or model of an individual style as a representation 

of a language personality, there are relevant criteria:  

- completeness of a model; 

- simplicity of a model; 

- precision of a model; 

- economy of a model 

- adequateness of a model; 

- unity in its division; 

- wholeness of a model; 

- structural properties of a model; 

- explanatoriness; 

- heuristicity of a model (as a special case of explanatoriness); 

- communicativeness of a model (in terms of language); 

- deductiveness of a model; 

- interpretability of a model; 

- mathematicity, precision, unambiguity of a model; 

- level of model formalization; 

- level of technically precise reflection of a modeling object; 

- level of real-life reflection of a modeling object; 

- level of model subjectivity; 

- level of importance of modal characteristics (level of abstraction 

(idealization) of a model); 

- level of efficiency; 

- level of functional and practical direction of a model; 

 - «hypothesis power»; 

- esthetic properties of a model (optional). 

4. These criteria make it possible to study the validity of the model both in 

terms of general characteristics, and according to the principle of the model type. 

5. Evaluation of models through the classification proposed is relevant not 

only at the stage of choosing the model but also for examination of an existing and 
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tested model in order to describe the effectiveness and ineffectiveness of the model 

components. 

6. The semi-automatic text attribution model developed during the research 

may be successful in solving the tasks of authorship identification for the texts of 

different genres and lengths. 

The structure of the thesis. The thesis consists of Introduction, four chapters, 

Conclusion, Reference List of 259 items including 74 in English. The results of the 

research are contained in 20 charts, 17 figures and 14 supplements.   

Contents of the Research 

Introduction includes the aim and tasks of the research, the object and subject, 

as well as the relevance, novelty, theoretical and practical relevance; besides, there 

are the main theses to be put forth during the defense and the information on 

approbation of the research. 

Chapter 1 states the problem of linguistic modeling on the basis of theoretical 

consideration [Bloomfield 1926], [El'mslev 2005], [Losev 2004], [Apresjan 1966], 

[Shtoff 1966], [Revzin 1977], [Baranov 2001], [Medvedeva 2010], [Pavlovskaya 

2010], [Belousov 2010], [Bryushinkin 2009] etc. It also describes the criteria to 

determine the type of a linguistic model (Chart 1) and the classification of model 

properties to evaluate the model effectiveness from the theoretical point of view 

(Chart 2). 

Chart 1. Criteria to determine the model type 

Model typification criteria 

№ Criterion (name) Description (definition) 

1. Models of speech activity imitate language processes and phenomena 

1.1. Non-semantic imitate grammatical ability 

1.2. Semantic imitate the ability to understand and produce meaningful sentences 

2. Analytical contain an end number of rules to analyze an endless number of 

sentences 

3. Synthesizing  contain an end number of rules to produce an endless number of 

sentences 

3.1. Peculiarly synthesizing from the meaning to the form 

3.2. Generating  from the basic form to the diversity of non-basic forms: include the 

apparatus to produce an endless number of proper sentences in a 

definite language and prescribe some structure characteristics to 

each of them 

4. Research models imitate researcher’s actions on language phenomena finding  

4.1. Decoding models  input information is only a text in its natural environment 

4.2. Experimental models input information is the text and some rules to modify text 

information. The text belongs to an artificial environment and 
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undergoes different experiments (modifications) conducted by an 

expert-researcher  

4.2.1 Peculiarly experimental use the text in «input» + a number of proper phrases in a language 

4.2.2. Descriptive use the text in «input» + a number of proper phrases in a language 

+ a number of semantic invariants 

5. Metamodels imitate theoretical and experimental evaluation of the finished 

models of speech activity or a linguistic research (describe 

linguistic theories) 

6. Models-calculations the system of permissions 

7. Models-algorithms the system of commands 

8. Probabilistic  use the relativity theory and mathematical statistics to make 

decisions on the model (forecasts the behavior of objects) 

9. Structural deterministic 

10. Mixed statistics+determinism (mostly wide spread to solve practical 

tasks) 

11. Componential include the set of features of an object written in that or those 

signature 

12. Homogeneous include the description/analysis of one significant part of a 

phenomena 

13. Diachronic analyze the language in development 

14. Synchronic analyze the language of a certain period 

15. Theoretical designed to solve theoretical problems of linguistics as such (more 

often, they are metamodels) 

16. Applied designed to solve practical tasks of a customer 

17. Graphical are a visual image of the modeling object; a graphical image is used 

to build the structure of an object 

18. Symbol are a set of symbols describing the original object 

19. Computer представляют собой набор символов определённой 

формализованной сигнатуры, алфавит, организованный в 

форме исчисления или алгоритма и реализованный на 

компьютере 

are a set of symbols with a definite formalized structure, alphabet, 

arranged as a calculation or an algorithm and implemented through 

a computer 

 

 

Chart 2. Criteria for the linguistic evaluation of the model 

Criteria to evaluate the features of models 

№ Criterion (name) Description (definition) Evaluation scale 

1. Completeness of a model ability to reflect all the necessary 

information 

low / moderate / high level 

2. Simplicity of a model use of relatively a small number of 

means (signatures, rules) to 

achieve the goal of the research  

low / moderate / high level 

3. Precision of a model possibility to complete the 

operations with a formal apparatus 

supplied by the model  

presence / absence  

4. Economy of a model rational use of energy and time 

when the model is applied  

low / moderate / high level 

5. Adequateness of a model a property of a maximum 

similarity to the original object 

low / moderate / high level 

6. Unity in its division the model is always designed to be 

divided into parts inside the whole 

(a model procession always 

consists of subcollections) 

possibility / absence of a 

possibility to divide into 

subcollections 

7. Wholeness of a model a model procession is an 

undividable collection 

presence / absence of 

wholeness (arises from the 

presence / absence of 

connection among the 
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subcollections of 

procession elements which 

builds an undividable 

structure in its unity) 

 

8. Structural properties of a model transfer of the substrate structure 

of the modeling object to another 

substrate 

a) presence / absence 

b) successful / 

unsuccessful choice of the 

«receiving» substrate 

c) successful / unsuccessful 

arrangement of a model 

structure 

9. Explanatoriness  «explanatory power» of the 

model; ability to provide 

information on the reasons for the 

factors observed and to predict the 

new ones 

presence / absence 

10. Heuristicity of a model (as a special 

case of explanatoriness) 

ability of a model to search for 

new knowledge on the object 

low / moderate / high level 

11. Communicativeness of a model (in 

terms of language) 

any linguistic model is not based 

on a set of abstract statistic 

patterns, formulas, functions and 

numbers, but on the language as a 

communication instrument 

presence / absence 

12. Deductiveness of a model presence/absence of empiric study 

of language facts as a basis for 

modeling; modeling «from the 

bottom»: the use of means and 

methods of classical linguistics to 

observe/examine language facts 

a) presence / absence 

b) low / moderate / high 

level of operation by 

peculiarly language, 

linguistic methods of 

analysis as a basis for 

modeling 

13. Interpretability of a model interpretation of the model is a 

possibility to use objects of some 

subject area instead of objects 

(symbols) of the model  

a) presence / absence 

b) simplicity / complexity 

of use (substitution) 

14. Mathematicity, precision, 

unambiguity of a model 

correlates with the level of 

mathematical model formalization 

a) complete, whole / 

incomplete apparatus of 

model formalization 

b) successful / 

unsuccessful operation of 

this apparatus as a basis of 

machine completion of the 

model 

15. Level of model formalization is a structure described by a 

conventional signature of the 

language, or a structure described 

by means of mathematic, number, 

formula apparatus 

descriptive / mathematical 

level 

16. Level of technically precise reflection 

of a modeling object 

successful / unsuccessful way to 

formalize the model, choice of a 

signature; successful / 

unsuccessful machine completion 

(if any) 

low / moderate / high level 

17. Level of real-life reflection of a 

modeling object 

determines how large and full the 

structure of the model reflects the 

original object 

low / moderate / high level 

18. Level of model subjectivity presence / absence of personal 

evaluations and judgments of a 

researcher in the model structure  

low / moderate / high level 

19. Level of importance of modal 

characteristics (level of abstraction 

(idealization) of a model) 

successful / unsuccessful 

neglecting, elimination of the 

language facts with no meaning to 

low / moderate / high level 
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complete a definite task in the 

model  

20. Level of efficiency evaluation of working capacity of 

the model when solving the task 

stated 

low / moderate / high level 

21. Level of functional and practical 

direction of a model 

compliance of the model with its 

intended use. The aim of the model 

creation can be peculiarly 

linguistic, practical, mathematical 

etc. 

a) complies / does not 

comply with the intedned 

use 

b) low / moderate / high 

level of compliance 

22.  «Hypothesis power» determines whether the model is 

based on a hypothesis 

presence / absence 

23. Esthetic properties of a model 

(optional) 

harmony of the model structure 

arrangement 

presence / absence 

Chapter 2 analyzes Russian and foreign methods and methodologies, 

algorithms and software packages to solve attribution tasks, as well as attribution 

parameters of different levels used in different approaches. The author evaluates the 

working capacity of the components listed, describes their advantages and 

disadvantages. 

Chapter 3 is dedicated to the most effective components and attribution 

parameters of the methods and software packages described in Chapter 2. Besides, 

it presents their testing results on authentic heterogeneous text materials (official 

texts, business e-correspondence, short text messages, fiction texts etc.) in order to 

find the best combination of parameters to solve an identification task of attribution 

linguistics. 

Theoretical literature analysis on the topic raised and empirical research of 10 

text blocks with the total size of 166,000 words enabled making a list of parameters 

of a language personality which are certainly important components of the author’s 

individual style, a material explicator of a language personality of a writer, and, at 

the same time, can be extracted from the text automatically with a minimal 

preprocessing. 

According to Yu. Karaulov, identification parameters are found at all the tree 

levels of a language personality: 

«1) verbal-semantic – the lexicon of a personality in a broad sense including, 

among others, the fund of their grammar knowledge; 

2) linguo-cognitive – the thesaurus of a personality in which the «image of the 

world» or the system of knowledge about the world are captured; 
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3) motivational – the level of activity and communication which reflects the 

pragmaticon of a personality: the system of their aims, motives, prescriptions and 

intentionalities» [Karaulov 2010: 53]. 

A language personality is understood as the result of its formation in a definite 

social environment: autobiographical, sociolinguistic and forensic linguistics 

approaches [Vinogradov 1961; Coulthard 2004; Shuy 2005; Vul 2007]. 

Chapter 4 describes the software prototype created on the basis of 

combination of identification parameters and linguistic modeling as a part of a semi-

automated integrative model of text attribution. It also contains the results of 

authentic attribution model testing on the materials of different genres. 

To provide computer-assisted extraction, all the formal rules were 

programmed and integrated into a linguistic resource «ХоРом» (KhoRom): 

http://khorom-attribution.ru/#/1. 

The user module has the following functions: an input requires two texts, A 

and B; the user can pre-set the genre of the text. This option is subject to the variation 

of the rules of search for linguistic structures in different discourses. The user can 

create a model not only on the basis of pre-programmed parameters, but also can 

choose those which are considered the most relevant for a definite pair of texts. 

These functions sets the software developed apart from other, for example, based on 

machine learning [Radbil, Markina 2019; Pimonova, Durandin, Malafeev 2020] 

where all the parameters are pre-set not by a user, but by a developer. Therefore, a 

real algorithm is not fully automatic, and the final decision is up to the user. 

The user may not only check where there are all the implementing parameters 

in the text included in frequency calculation, but also may exclude those which they 

consider to be interfering and then re-calculate the data for the final models. 

As a result of empirical research, such parameters as parts of speech (a number 

of content words, correlation of different parts of speech – an index of readability, 

coefficient of subjectivity etc. in accordance with Golovin’s concepts [Golovin 

                                                 
1 KhoRom is developed by a research team led by A. Khomenko. Yu. Baranova is the technical manager of the 

project. 

http://khorom-attribution.ru/#/
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1970], the Gunning fog index, the Flesch–Kincaid readability tests with a coefficient 

for Russian [Solnyshkins, Guryanov, Gafiyatova, Varlamova 2018: 679]), average 

lengths of words, presence/absence of complex words of semi-concatenation; modal 

particles, interjections, presence/absence of a modal postfix «-то», preferable 

intensifiers were programmed for search at the verbal-semantic level. There are 10 

standard algorithms and 32 authentic, unique formalized rules in total to extract 

linguistic structures. The formalized search for the units of this level is conducted in 

terms of morphologic abstract of the text, i.e. through tags of a part of speech on 

each word and tags of all grammar categories which are typical of this part of speech.  

A verbal-semantic level (level of an idiolect with reference to the concept of 

[Kristall, Dejvi 1980]) , [Fedotova 2013], [Burov 2017], [Litvinova 2019]) is easily 

formalized, as it as such possesses «more formal» language features which are a-

priori considered stable, though the issue of the stability is not being intentionally 

researched» [Litvinova 2019: 2]. 

The description of the thesaurus of a personality: to represent the fragment of 

this level, there are such parameters chosen as key lexemes, the most frequently used 

word trigrams and bigrams, explicators of axiological text dominants of «us-them» 

dichotomy. 

This is the most difficult level to formalize. One may automatically create a 

material explication of the author’s thesaurus [Bessmertniy, Nugumanova 2012], but 

to determine how the lexemes in the thesaurus «are built in an ordered, quite strict 

hierarchical system to some (indirect) extent reflecting the structure of the world» 

[Karaulov 2010: 52], to find explicators of peculiarly concepts and categories, the 

most important for author’s world view, axiological dominants defining the 

philosophy of a writer, is extremely difficult. This level is represented by the least 

number of parameters (three standard algorithms and one authentic rule for linguistic 

information extraction in total), peculiarly in terms of attempts not only to formalize 

some components of a language personality in order to represent it computationally 

but also turn the final model into an interpretative one.    

The pragmaticon of a language personality is formalized due to the following 
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parameters: parenthetic words and constructions explicating subjective modality; 

purpose, emphatic constructions, constructions with comparative conjunctions 

representing the level of the author’s competences in written speech and their 

communicative strategy and tactics; syntax fusions describing, among others, what 

functional-stylistic texts the author prefers; sentences with detached appositions; 

complex syntax constructions; comparative subordinate clauses, verbal 

mononuclear sentences explicating the functional type of the narration; 

presence/absence and types of address as a contact-forming element. On the whole, 

there are 11 constructions and 107 authentic «custom» rules for extraction of 

information from the text. 

As a result of the algorithm operation, the value of Pearson correlation 

coefficient (the coefficient of determination should be evaluated), linear regression, 

Student’s t-test for models of the two text being compared are put out, as well as the 

values of metrics of each parameter for the two texts, metrics proving or disproving 

the H0 hypothesis for that the author of the two texts might be2 one person.   

It is important to note that this block is not the final step in the methodology. 

The text statistics also needs interpreting. The software does not submit the results 

as output knowledge as «The author of the two texts is one person / The authors of 

the two texts are different people» intentionally, because the developed model 

assumes that the expert makes the final decision on text attribution based on, among 

others, statistic data, scoring charts with the results of the research (Chart 3) and 

their expert experience. 

Chart 3. An example of a scoring chart to evaluate the results of the 

attribution model operation 

 

                                                 
2 Probabilistic nature of the output means that it is the researcher who makes a final decision on the authorship 

in each separate case in accordance with the methodology developed.  
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Commentary 

Prose fiction not below 

0,97; 

usually:1,00 

not below 

0,94; 

usually: 1,00 

not below 0,91; 

rarely above: 

0,93 

Total: about 

0,90 

+ - values of all 

metrics 

approximately 

from 0,90  to 

1,00 

Prose fiction 1,00 1,00 not below 0,84 + - 

 

There are 

situations in the 

analysis of prose 

fiction when the 

Student’s t-test 

(p-value), the 

most important 

metrics for large 

texts, is quite 

low. In this case, 

the value of 

other metrics 

should equal 1 in 

order to be able 

to admit that the 

author of the text 

compared is one 

person 

Prose fiction may reach 

0,97 

may reach 

0,94; 

usually about 

0,84 

about 0,50 

 

- + 

 

If the Student’s 

t-test (p-value) 

for prose fiction 

is low (about 

0,50), then high 

values of other 

metrics, if any, 

may not be taken 

into 

consideration 

The results of the model usage were evaluated from two points of view: on 

the one hand, the models of language personalities received were considered in terms 

of the theoretical evaluation scale for the models from Chart 2. On the other hand, 

the models received were also evaluated in terms of the identification task solution. 

These evaluations served to prove the hypothesis that with the fixed set of formalized 

                                                 
3 Probabilistic nature of the output means that it is the researcher who makes a final decision on the authorship 

in each separate case in accordance with the methodology developed. 
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rules one can create an integrative attributive model which is complete enough, 

imitating the original in detail and, at the same time, objective. This model allows 

the researcher to solve the identification task of attribution linguistics on the texts of 

different lengths and genres successfully. 

Testing and approbation of the algorithm developed were conducted on the 

text collections described in the material of the research. The following results 

were achieved: 

1) A collection of fiction texts: accuracy, precision and recall equal 100%, 

F-score - 14; 

2) A collection of modern Internet fiction texts (Kniga fanfikov): accuracy 

– 83%, precision – 67%, recall – 100%, F-score – 0,8;  

3) A collection of online journalistic texts (The Village): accuracy, 

precision and recall are equal to 100%, F-score – 1; 

4) A collection of entertaining texts (YaPlakal): accuracy – 40%, precision 

– 0, recall – 0, F-score – 0;  

5) A collection of Russian business e-correspondence: accuracy – 83%, 

precision – 67%, recall – 100%, F-score – 0,8. 

The analysis led to the following conclusions: 

1) Student t-statistics is the most informative for the analysis of fiction 

texts (both by famous authors and fan fiction); 

2) Stylometry pool is not informative for modern fan fiction as, according 

to the experimental data, the values of stylometry parameters are close for all the 

texts studied; 

3) The values of correlation coefficients should be equal to 1 in order to 

define the author of a journalistic text and prove that the H0 hypothesis is true. The 

necessity of such a high level is related to the length and specificity of the text 

material. It should be admitted that t-statistics, the most informative index for fiction 

discourse, is far less relevant for journalistic discourse. As for gender of the author, 

                                                 
4 The values of metrics are indicated here and elsewhere due to the interpretation of statistic data through 

guidelines and scoring charts created for the analysis. 
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one should note that «female» journalistic texts are more similar to «female» ones, 

as well as «male» – to «male» ones; the most significant correlation differences are 

observed in individual styles of language personalities of different genders; 

4) As for short text messages (business e-correspondence, commentaries 

on the Internet), it is necessary to make a representative selection from the massive 

of texts not exceeding 500 words. The 100-word limit deduced by S.M. Vul and still 

relevant for forensic authorship in Russia [Rubtsova, Yermolayeva, Bezrukova and 

others 2007] should be enlarged for the proposed method because of mathematical 

statistics usage in parameterized model. To improve the algorithm operation on the 

material given, additional parameters are now being worked out in order to build the 

models of an individual style as a representation of a language personality of a 

writer, they are related to so-called «digital handwriting»: 

- Graphic liturative; 

- Graphic hybridization; 

- Use of archaic affixes for purpose; 

- Use of elements of the text in capital letters; 

- Emoticons and other graphic symbols expressing the emotionality of 

speech. 

5) The texts of different genres can also be validly studied with this 

integrative methodology (one can, for example, compare the text of an electronic 

message with a journalistic article): accuracy – 83%, precision – 67%, recall – 100%, 

F-score – 0,8. 

The output data of an automated algorithm are not the most valuable in the 

use of the methodology, but the models of an individual style as a representation of 

language personalities of writers created by its means are. These models are clear 

and simple, they are easily interpreted by experts, on the one hand, and imitating the 

original object properly, on the other hand. 

The results of the attribution model operation can be compared with the results 

of other model operation based on machine learning and neuron networks 

[Khomenko, Baranova, Romanov, Zadvornov 2021].  
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Therefore, the algorithm operation based on machine learning depends on the 

length of text data. The attribution model proposed in the research is less sensitive 

to the text length as the difference is neglected by a relative nature of the frequencies 

used and the proper parameterization of the analysis model for each text pair 

separately. 

Nevertheless, it should be noted that the comparison of the model proposed in 

the thesis with other algorithms driven by machine learning and neuron networks 

may be almost irrelevant as the model has absolutely different basis in comparison 

with fully automated systems: this model is always to be interpreted by the 

researcher, and the final decision on text attribution is still made not by algorithms, 

but by the researcher. 

Conclusion contains the final outcomes of the research, recommendations on 

improvement of the model architecture which attribution analysis is based on 

according to the methods proposed. 

Supplements include empirical material. 
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